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Abstract
Paraphrase identification plays an important role with various applications in nat-
ural language processing tasks such as machine translation, bilingual information
retrieval, plagiarism detection, etc. With the development of information technology
and the Internet, the requirement of textual comparing is not only in the same lan-
guage but also in many different language pairs. Especially in Vietnamese, detecting
paraphrase in the English–Vietnamese pair of sentences is a high demand because
English is one of the most popular foreign languages in Vietnam. However, the in-
depth studies on cross- language paraphrase identification tasks between English and
Vietnamese are still limited. Therefore, in this paper, we propose a method to iden-
tify the English–Vietnamese cross-language paraphrase cases, using hybrid feature
classes. These classes are calculated by using the fuzzy-based method as well as the
siamese recurrent model, and then combined to get the final result with a mathemati-
cal formula. The experimental results show that our model achieves 87.4% F-measure
accuracy.

Keywords Paraphrase identification · Semantic similarity · Cross-language ·
BabelNet · Vietnamese

1 Introduction

According to Mahajan and Zaveri (2016), paraphrase identification is a critical step
and an important task in identifying the similarity between two text segments in a
natural language understanding system. They are annotated with binary judgments.
This task influences on the processing quality of many natural language processing
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tasks, such as querying information, word sense disambiguation, text summarization,
evaluating the translation quality, plagiarism detection, etc.

In this era, with the boom of the Internet and computer applications, the search
task for various documents which are in many different topics and languages becomes
simplified and fast. In addition, the text translation from one language into another
one is also more efficient by using machine translation applications, provided free of
charge or for low fees. Thus, the paraphrase identification task is not just limited to
mono-lingual sentence pairs, but also cross-lingual sentence pairs.

In reality, English is one of themost popular foreign languages in Vietnam, the need
to identify the paraphrase of Vietnamese and other languages to apply formany natural
language processing tasks is very significant. In this paper, we focus on creating an
effective method to identify the paraphrase between English and Vietnamese sentence
pairs.

For example, the following English–Vietnamese sentence pair is paraphrase:

– Vietnamese sentence:

Nếu tôi -dă. t hàng bây giòo,, không biết khi nào tôi có thêĳ nhâ.n -du,o,. c saĳn phâ
ĳ m -dó.

(If I order now, I don’t know when I can receive that product.)
– English sentence:
If I order now, I wonder when I can receive the product.

And this below English–Vietnamese pair is not a paraphrase:
– Vietnamese sentence:
Vóo,i mô. t phiên di.ch nhu, ông thì mo. i viê.c sẽ tốt -de.p thôi.
(With the interpreter like you, everything will be fine.)

– English sentence:

Today, the interpreter is Mr. Tony.

Many studies have been carried out in building a model for measuring cross-language
semantic similarity and achieving remarkable results. However, according to personal
insights, the researches focusing on English–Vietnamese pairs has not investigated
yet; there are just some studies which focus on identifying paraphrase between pairs
of Vietnamese documents Bach et al. (2015); Toi et al. (2011). Therefore, in this
paper, we will present a model of English–Vietnamese cross-language paraphrase
identification, using hybrid feature classes. We will also make a test and evaluate on
the English–Vietnamese bilingual paraphrase corpus. The rest of this paper will be
structured as follows: Sect. 2, presenting the studies related to the cross-language
paraphrase identification; introducing our proposed method in Sect. 3. In Sect. 4, we
will talk about the experimental result. Section 5 will analyze the false cases and
identify the reason of these issues. Finally, the conclusion and the future roadmap will
be presented in Sect. 6.
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Fig. 1 Taxonomy of cross-language similarity detection approaches Potthast et al. (2011)

2 Related work

According to Potthast et al. (2011), there are many cross-language similarity detection
approaches as organized inFig. 1 such asSyntax-basedmodels,Dictionary-basedmod-
els, Parallel Corpora-basedModels, Comparable Corpora-basedModels andMachine
Translation-based Models.

The Cross-Language Character N-Gram model (CL-CNG) NMcnamee and May-
field (2004) is proposed by McNamee and Mayfield (2004). This approach uses an
n-gramoverlapping character tokenization andworks best for languageswhich sharing
the same syntactic structure and international lexicon (e.g., related European language
pairs). It performs the comparisons of multilingual documents without translation.

The Cross-Language Conceptual Thesaurus-Based Similarity model (CL-CTS)
Gupta et al. (2012) is an algorithm that measures the similarity between texts in differ-
ent languages (English,German and Spanish) based on the basis of the domain-specific
mapping presented in Eurovoc.

The Cross-Language Alignment-based Similarity Analysis model (CL-ASA) Pinto
et al. (2009) is based on statistical machine translation technology. It implies the
creation of bilingual statistical dictionary (core of CLiPA system) on the basis of par-
allel corpus being aligned using the well-known IBM Model 1. The Cross-Language
Explicit Semantic Analysis (CL-ESA) model Gabrilovich and Markovitch (2007) is
an extension of the explicit semantic analysis model Gabrilovich and Markovitch
(2007). This model only requires a comparable corpus of documents written in dif-
ferent languages about similar topics. An example for such a corpus is the Wikipedia
encyclopedia where numerous concepts are covered in many languages. The Transla-
tion plusMonolingual Analysis (T+MA)model Barron-Cedéno (2012) is an algorithm
with two steps: (i) translate all the documents into a common language, and (ii) weight
the documents’ terms with tf-idf and compare them using cosine measure.
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Fig. 2 The combined model of BabelNet semantic network (babelnet.org)

Besides those above approaches, based on the BabelNet platform Navigli and
Ponzetto (2012), M. Franco-Salvador et al. introduced the Cross-Language Knowl-
edge Graph Analysis (CL-KGA) Franco-Salvador et al. (2012). BabelNet is a project
funded by the European Research Council (ERC). BabelNet is both a multilingual
encyclopedic dictionary, with lexicographic and encyclopedic coverage of terms, and
a semantic network. BabelNet connects concepts and named entities in a very large
network of semantic relations, made up of about 14 million entries, is called Babel
synsets. Each Babel synset represents a given meaning and contains all the synonyms
which express that meaning in a range of different languages. The current version is
BabelNet 4.0 which covers 284 languages and as in Fig. 2, it is obtained from the auto-
matic integration of many corpus sets such as WordNet, Open Multilingual Wordnet,
OmegaWiki, Wikipedia, etc.

In the CL-KGAmodel Franco-Salvador et al. (2012), the authors build a knowledge
graph for each text based on the BabelNet semantic network and then compare these
knowledge graphs against each other based on the Dice’s coefficient. In Fig. 3 we
can see the differences among CL-KGA, CL-C3G and CL-ASA when detecting text
similarity. The CL-ASA only deal with words, uses a statistical bilingual dictionary to
translate words and perform text alignment. And the CL-C3G works with characters,
employs vectors of character 3-grams to model texts. Meanwhile, the CL-KGA is
concerned with the relationship between the words in the sentence. Because of using
knowledge graphs, this model allows to detect similarity even when the paraphrasing
is employed and the languages are not syntactically and semantically related. The
authors also conduct the comparisons based on the Spanish–English pairs of the PAN-
11 corpus. These experiments are performed using a Intel-i5@2.8 GHz with 16 GB of
RAM.The results in Table 1 show that theCL-KGAmethod has higher F-measure than
the other methods such as CL-C3G, CL-ASA, CL-ESA and it requires considerably
much more time to index (or generate the graphs of) text.
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Fig. 3 An example to illustrate the capability of detection of the CL-KGAmodel compared to the CL-ASA
and the CL-C3G models Franco-Salvador et al. (2012)

Table 1 Results of PAN-PC-11
Spanish–English partition
Franco-Salvador et al. (2012)

Model Recall Precision F-measure

CL-ASA 0.448 0.689 0.543

CL-ESA 0.448 0.534 0.487

CL-C3G 0.127 0.616 0.211

CL-KGA 0.558 0.699 0.621

The above analysis shows that there are many models to detect cross-language
semantic similarity, from which to identify paraphrase. And the CL-KGA model is
more accurate than othermethods, because it exploits the relationship among thewords
in a sentence. However, as we can see in Table 2, the drawback of the CL-KGAmodel
shows that building a knowledge graph for each text, the text indexing task consumes
a lot of processing time, dozens of times compared to other models.

In addition, Mueller and Thyagarajan (2016) present a siamese adaptation of the
Long Short- TermMemory (LSTM) network to assess semantic similarity between the
two sentences. The authors use a fixed size vector to encode the underlying meaning
expressed in a sentence. The results show that this model is very effective for solving

123



198 D. Dinh, N. Le Thanh

Table 2 Comparison of time required to index and compare texts of PAN-PC-11 Spanish–English partition
Franco-Salvador et al. (2012)

Model Time required to index texts (texts/s) Time required to compare texts (texts/s)

CL-ASA 1741 3627

CL-ESA 282 1826

CL-C3G 3547 2761

CL-KGA 11 1259

Fig. 4 A Manhattan LSTM
model to predict the semantic
similarity between two sentences
Mueller and Thyagarajan (2016)

the semantic textual similarity problem. Figure 4 introduces how to use Manhattan
LSTMmodel to predict the semantic similarity between two sentences. There are two
networks LSTMa and LSTMb which each process one of the sentences in a given pair.
Finally, there is the simple similarity function exp(−||h(a)

3 −h(b)
4 ||1) ε [0,1] to compute

the similarity degree between two sentences.
In the next section, we will propose the method to identify the paraphrase of

English–Vietnamese sentence pairs, using a fuzzy- based approach associated with
the BabelNet semantic network.

3 Our proposedmethod

The paraphrase identification method in English–Vietnamese pairs is expressed in
the form of a problem as follows: with the Vietnamese sentence D and the English
sentence D’, the method returns 0 if two sentences D and D’ are not similar, and equals
1 if two sentences D and D’ are similar. The main idea of our proposed paraphrase
identification method in English–Vietnamese pairs as follows: first, using a formula
to combine the results which are generated by the fuzzy- based model and the siamese
LSTMmodel; then using those results to take advantage of the ability to compare pairs
of English and Vietnamese words.
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3.1 Fuzzy-basedmethod

The Fuzzy-based method is a way to determine whether the two sentences A and B are
interrelated, based on a comparison of the similarities between each word and a fuzzy
set containing words of similar meaning. According to Yerra and Ng (2005), fuzzy
approach is found to be effective because it can detect similar, yet not necessarily the
same, statements based on the similarity degree between words in the statements and
the fuzzy set. This method works well in cases where the words between sentences
A and B are not exactly the same but synonymous or near meaning. According to
Alzahrani and Salim (2010), the Fuzzy-basedmethod applied to the Si and Sj sentences
is calculated as follows:

E Q(Si , S j ) =
⎧
⎨

⎩

1 if min(Sim(Si,Sj),Sim(Sj, Si)≥p_threshold
and |Sim(Si,Sj)-Sim(Sj,Si)|≤v_threshold

0 otherwise

⎫
⎬

⎭

– p_threshold is permission threshold value, which is theminimum similarity degree
between two sentences Si and Sj to determine if they are equal.

– v_threshold is variation threshold value, which is used to reduce the false positive
and false negative cases.

The above formula EQ(Si,Sj) will return the result 1 if two sentences Si and Sj are para-
phrases. In order to calculate Sim(Si,Sj), Alzahrani and N. Salim apply the following
formula:

Sim(Si , S j ) = μi1, j + μi2, j + · · · + μin, j

n

We calculate the word-sentence correlation factorμik, j , which is the similarity degree
of word wk in the sentence Si with all words in the sentence Sj as follows:

μik, j = 1 − ΠwhεSj (1 − Fik, jh)

The term-to-term correlation factor Fik,jh to determine the fuzzy similarity degree
between the words wk ε Si and wh ε Sj as follows:

Fik, jh =
⎧
⎨

⎩

1.0 if wk= wh
0.5 if wk ε synset (wh)
0.0 otherwise

⎫
⎬

⎭

The synset of the word wh is extracted by using WordNet corpus.

3.2 BabelNet

BabelNet covers 284 languages and synonyms in different languages are assigned
in the same BabelNet synset. The close meaning words have short distance (based
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Table 3 The number of
corresponding Part of Speech of
English and Vietnamese in
BabelNet 4.0

Part of Speech English Vietnamese

Noun 22,728,996 4,488,855

Verb 61,155 1912

Adjective 112,718 1282

Adverb 19,653 660

Table 4 The composition of
Babel synsets in BabelNet 4.0

Source of synsets English Vietnamese

WordNet 206,941 0

Wikipedia 4,953,358 1,142,833

WordNet translations 0 105,159

Wikipedia translations 0 204,513

OmegaWiki 46,088 2211

Wiktionary 285,911 7992

...

on the number of edges between the synsets). With this mechanism, for any two
words in different languages, we can easily check whether they belong to one synset
(synonym) or belong to two synsets which have short or long distances. BabelNet
has also developed an API so that users can query BabelNet data by using the Java
programming language platform or through the HTTP protocol. BabelNet has both
Vietnamese and English. As we can see in Table 3, the number of Part of Speech of
English and Vietnamese is very different, especially for Verb, Adjective and Adverb.
One of the main reasons is that BabelNet does not import Vietnamese Wordnet, as
shown in Table 4. They apply WordNet to Vietnamese by translating English words
in WordNet into Vietnamese, so that it reduces the accuracy as well as the majority of
Vietnamese words, not been added to BabelNet yet.

3.3 Our method

As in Fig. 5, our proposed method includes the following phases:

– Phase 1: Calculating the value of different feature classes with Fuzzy-based model
and Siamese LSTM model

– Phase 2: Combining these feature classes’ results and returning the final result of
paraphrase identification.

Fuzzy model
In step 1, we perform some pre-processing tasks such as word segmentation, POS

tagging using Stanford CoreNLP, CLC_VN_Toolkit and remove words which have
the POS tag does not belong to the following four labels: Verb, Noun, Adjective, and
Adverb.

In step 2, we use the Fuzzy-based method described in Sect. 3.1, but we modify
the term-to-term correlation factor Fik,jh to apply the semantic network BabelNet. The
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Fig. 5 The proposed English–Vietnamese paraphrase identification method

main idea of this formula is that for any two English word wk ε Si and Vietnamese
word wh ε Sj, the Fik,jh function will return a value of 0 to 1 corresponding to the
distance between the BabelNet synset which contains the English word wk and the
BabelNet synset which contains the Vietnamese word wh.

Fik, jh =

⎧
⎪⎪⎨

⎪⎪⎩

1.0 if length (wk,wh) = 0
0.5 if length (wk,wh) = 1
0.2 if length (wk,wh) = 2
0.0 if length (wk,wh) = 3

⎫
⎪⎪⎬

⎪⎪⎭

length(wk, wh) =

⎧
⎪⎪⎨

⎪⎪⎩

0 if |Vk ∩ Vh| > 0
1 if distance (wk,wh) = 1
2 if distance (wk,wh) = 2
3 otherwise

⎫
⎪⎪⎬

⎪⎪⎭

Vk is the collection of synsetswhich contains the Englishwordwk;Vh is the collection
of synsets which contains the Vietnamese word wh; and the distance (wk,wh) is the
length of the shortest path of all available paths between the synsets which contains
the Vietnamese word wh and the synsets which contains the English word wk.

With each English–Vietnamese sentence pair Se and Sv, we in turn extract the fea-
ture classes such as Verb, Noun, Verb +Noun, Adjective, Adverb, Adjective + Adverb.
Then, we compare the English–Vietnamese pairs using the Fuzzy-based method with
each feature class. The results obtained with the feature class i are:
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Fig. 6 The Siamese LSTM model for English–Vietnamese cross-language similarity detection

F1i = min(Sim(Sv,Se),Sim(Se,Sv))

F2i = |Sim(Sv,Se) − Sim(Se,Sv)|

Siamese LSTM model
As we can see in Fig. 6, we use Siamese LSTM model to compute the similarity

degree between Vietnamese sentence and English sentence in two steps: In step 1, we
use the 300-dimensionEnglishword vectors andVietnameseword vectorsBojanowski
et al. (2016) to represent English sentence and Vietnamese sentence. In step 2, we
calculate the similarity degree FLSTM of English sentence and Vietnamese sentence
by using a siamese adaption of the Long Short-Tearm Memory (LSTM) network.

Combining feature classes
We use the formula FP to combine all F1i, F2i of the feature classes and FLSTM.

The function EQ(Sv,Se) return 1 if Sv and Se are paraphrase and return 0 if they are
not paraphrase.

E Q(Sv, Se) =
{

0 if FP < threshold_fp
1 otherwise

}

4 Experimental results

4.1 Data setup

We use English–Vietnamese sentence pairs drawn from the talks on TED.com Hoang
et al. (2018). It has a lot of talks with a variety of topics from science to business
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to global issues in more than 110 languages. In particular, the translation is made by
TED translators and many of talks have been translated into Vietnamese. We choose
the speech in the field of technology and have a Vietnamese translation to form the
corpus of Vietnamese and English sentence pairs. First of all, we randomly select
3000 pairs of sentences to form paraphrase sentence pairs. Then, in the remaining
English–Vietnamese sentence pairs, we randomly match the English sentences and
apply the same criteria as the Microsoft Research Paraphrase Corpus (MSRP) Dolan
and Brockett (2005) to filter the collected corpus.

Word-based Levenshtein edit distance of 1 < e ≤ 20; and a length ratio > 66%;
The number of words in both sentences in words is 5 ≥ n ≤ 40;
The two sentences shared at least three words in common;
The length of the shorter of the two sentences, in words, is at least 66.6% that of
the longer;
The two sentences had a bag-of-words lexical distance of e ≥ 8 edits

With two pairs of English–Vietnamese sentences SV1-SE1 and SV2-SE2, we apply
the above criteria on pairs SE1 and SE2. If they meet the above criteria, we obtain
two English–Vietnamese sentence pairs SV1-SE2 and SV2-SE1 which can be non-
paraphrase pairs. In fact, we obtain 44,652 pairs of English–Vietnamese sentence pairs
meeting the above criteria. In the last step, we use two experts to evaluate and select
3000 pairs of non-paraphrase sentences from 44,652 pairs of English–Vietnamese
sentences. Thus, with the above construction, we obtain the English–Vietnamese para-
phrase corpus with 3000 paraphrase sentence pairs and 3000 non-paraphrase sentence
pairs. We use 2500 paraphrase sentence pairs and 2500 non-paraphrase sentence pairs
to train the model and use the remaining pairs to evaluate the quality of the model.

4.2 Training

With 5000 pairs of sentences for training, we in turn extract feature classes such as
Verb, Noun, Verb + Noun, Adjective, Adverb, Adjective + Adverb. Then, we apply the
formula F1i and F2i for each feature class. From the obtained results, we combine F1i,
F2i, FLSTM and paraphrase label, then use some algorithms in the Weka tool Frank
et al. (2016) such as Gaussian Processes MacKay (1998), Linear Regression, Random
Forest Breiman (2001), Multilayer Perceptron Gardner and Dorling (1998) to get the
formula to determine whether the English–Vietnamese sentence pair is paraphrase.
As stated in Session 3.2, the number of Vietnamese words in BabelNet is far less than
English words. Therefore, there are many Vietnamese words that are not available in
BabelNet, which affects the quality of the function distance (we,wv). We improve the
quality of the method to identify the BabelNet synsets which contain the Vietnamese
words by using VietNet Tri (2017). As we can see in Table 5, VietNet has more senses
than BabelNet, especially inVerb, Adjective andAdverb. VietNet is a good data source
to enrich BabelNet for Vietnamese.

In Fig. 7, themethod to identify the BabelSynset which contains a Vietnamese word
is:
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Table 5 The number of senses
by Part of Speech of Vietnamese
in VietNet and BabelNet 4.0

Part of Speech of Vietnamese VietNet BabelNet

Noun 82,115 4,488,855

Verb 13,766 1912

Adjective 3812 1282

Adverb 3621 660

Fig. 7 The method to identify the BabelNet synsets which contain the Vietnamese words by using the
mapping between WordNet and VietNet

a. If BabelNet contains the Vietnamese word, it will return a list of BabelNet synsets
containing that word.

b. If the Vietnamese word is not in BabelNet, we will follow these steps:

– Firstly, using VietNet to get the synsets containing the Vietnamese word.
BecauseVietNet is built based onWordNet 3.0, these synsets have theWordNet
3.0 synset id.

– Then, using theWordNet synset id to obtain the correspondingBabelNet synset
list.

This way helps to enrich the Vietnamese language corpus in BabelNet, while also
taking advantage of BabelNet for English–Vietnamese cross-language tasks.

123



English–Vietnamese cross-language paraphrase identification… 205

4.3 Evaluation

To evaluate the quality of our proposed model, we use the F-measure score:

F-measure = 2 × precision × recall

precision + recall

Precision = No of True Positive

No of True Positive + No of False Positive

Recall = No of True Positive

No of True Positive + No of False Negative

With 1000 sentence pairs used for testing (500 sentences labeled paraphrase and 500
sentences labeled non-paraphrase), we in turn extract feature classes such as Verb,
Noun, Verb + Noun, Adjective, Adverb, Adjective + Adverb. Then, we apply formula
F1i and F2i for each feature class. Finally, we calculate the FP according to some for-
mulas such as Gaussian Processes, Linear Regression, Random Forest and Multilayer
Perceptron.

The results obtained in Table 6 show that our proposed method with Linear Regres-
sion has a higher F-measure than other methods. In addition, the results also show
that the use of the mapping VietNet and WordNet helps to improve the quality of the
model we propose.

From the results getting from Linear Regression method, we get the formula to
determine whether the English–Vietnamese sentence pair is paraphrase. The formula
FP as follows:

FP= 0.398 x F1Verb + 0.1731 x F1Noun + 0.1661 x F1Verb+Noun + 0.1592 x F2Adverb +
0.3964 xF1Adj+Adverb + 0.2383 xF2Adj+Adverb + 0.6742 xFLSTM - 0.2929 threshold_fp

Table 6 Compare the precision, recall and F-measure between our proposed method and other methods

Model Precision Recall F-measure

CL-KGA 0.573 0.804 0.669

CL-KGA (WSD path filter) 0.691 0.752 0.720

Siamese LSTM model 0.744 0.909 0.818

The proposed method (not use mapping VietNet and
WordNet) with combining method: Linear Regression

0.650 0.934 0.766

The proposed method (use mapping VietNet and
WordNet) with combining method: Linear Regression

0.803 0.958 0.874

The proposed method (use mapping VietNet and
WordNet) with combining method: Gaussian
Processes

0.658 0.962 0.782

The proposed method (use mapping VietNet and
WordNet) with combining method: Random Forest

0.749 0.936 0.832

The proposed method (use mapping VietNet and
WordNet) with combining method: Multilayer
Perceptron

0.919 0.663 0.771
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Table 7 The result of False
Positive case

Feature classes Multiplier Value

F1Verb 0.398 0.225

F2Verb 0 0.455

F1Noun 0.1731 0.789

F2Noun 0 0.072

F1Verb+Noun 0.1661 0.676

F2Verb+Noun 0 0.193

F1Adj 0 0

F2Adj 0 0

F1Adv 0 0

F2Adv 0.1592 0

F1Adj+Adv 0.3964 0.250

F2Adj+Adv 0.2383 0.250

FLSTM 0.6742 0.007

= Mean absolute error = 0.2557 In summary, the test results show that the method we
propose has a higher F-measure than the other methods.

5 False case analysis

To find out the limitations of our proposed method, we conduct a detailed analysis of
one False Positive case and one False Negative Case.

Considering the following False Positive case:

– English sentence: “We know John Smith as a fine lawyer and a good friend”
– Vietnamese sentence: “ Không có ý -di.nh -dêĳ anh nghe thấy lòo,i nhâ.n xét -dó”

This is a case where our method determines it is a paraphrase case, whereas in fact,
this is a pair of sentences labeled non-paraphrase. After pre-processing, POS tagging
and removing the POS label does not belong to the following four labels: Verb, Noun,
Adjective, Adverb, and we obtain the following two sentences:

– English sentence:
“know/VERB John/NOUNSmith/NOUNfine/ADJECTIVE lawyer/NOUNgood/
ADJECTIVE friend/NOUN”

– Vietnamese sentence:
“Không/ADVERB có/VERBý_ -di.nh/NOUNanh/NOUNnghe/VERB thấy/VERB
lòo,i/NOUN nhâ.n_xét/VERB”

Applying our proposed method introduced in Session 3.3 and the results in Table 7,
we obtain the following results: FP = 0.649 > threshold_fp = 0.2557

Considering the following False Negative case:

– English sentence: “It’s going to rain, I think”
– Vietnamese sentence: “Tôi cho là tròo,i s´̆a p mu,a”
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Table 8 The result of False
Negative case

Feature classes Multiplier Value

F1Verb 0.398 0.200

F2Verb 0 0.230

F1Noun 0.1731 0

F2Noun 0 0

F1Verb+Noun 0.1661 0.360

F2Verb+Noun 0 0.124

F1Adj 0 0

F2Adj 0 0

F1Adv 0 0

F2Adv 0.1592 0

F1Adj+Adv 0.3964 0

F2Adj+Adv 0.2383 0

FLSTM 0.6742 0.4087

Table 9 The number of synset
corresponding to each word

English words

mental/ADJ hot/ADJ expand/VERB

5 synsets 21 synsets 7 synsets

Vietnamese words

kim_loa. i/NOUN nóng/ADJ dãn_no,ĳ/VERB

7 synsets 1 synset 0 synset

With this case, our method determines it is non-paraphrase, whereas this is a pair
of sentences labeled paraphrase in reality. After pre-processing, POS tagging and
removing the POS label does not belong to the following four labels: Verb, Noun,
Adjective, Adverb, we obtain the following two sentences:

– English sentence:
“going/VERB rain/VERB think/VERB”

– Vietnamese sentence:
“cho/VERB tròo,i/NOUN s´̆ap/ADVERB mu,a/VERB”

Applying our proposed method introduced in Session 3.3 and the results in Table 8,
we obtain the following results: FP = 0.122 < threshold_fp = 0.2557

With the results getting from the False Positive case and the False Negative case, we
identify some following issues: Firstly, the number of BabelNet synsets of Vietnamese
compared to the number of BabelNet synsets of English is very small. Therefore, in
BabelNet, there are some inaccurate cases in matching between Vietnamese words
and English words. For example, in Table 9, the Vietnamese and English synonyms
have a huge difference in the number of synsets which contains them.

Moreover, in the False Positive case, two groups of verbs and nouns are highly
similar although they are different in semantics:
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– English sentence:
“know/VERB John/NOUN Smith/NOUN lawyer/NOUN friend/NOUN”

– Vietnamese sentence:
“có/VERB ý_ -di.nh/NOUN anh/NOUN nghe/VERB thấy/VERB lòo,i/NOUN nhâ.n
_xét/VERB”

However, in the False Negative case, two groups of verbs and nouns have low
similarity degree although they are the same in semantics:

– English sentence:
“going/VERB rain/VERB think/VERB”

– Vietnamese sentence:
“cho/VERB tròo,i/NOUN mu,a/VERB”

Secondly, some Vietnamese words are not available in the BabelNet semantic net-
work such as the word “dãn_no,ĳ” as in the example in Table 9. It can be solved by
using VietNet. However, it will make the meaning of the word without retaining the
correct meaning of the original word.

Thirdly, the choice of feature classes to take into consideration is also due to the
subjective opinion of the author, thus affecting the outcome of the method. It means
that we need to do more research on finding an effective method to choose appropriate
feature classes to take into consideration.

Finally, this model does not identify the main words in each sentence. These words
have a great impact on the meaning of the whole sentence. This is also the reason why
the comparison process is not accurate. Having a lot of unimportant words taken into
consideration will undoubtedly reduce the accuracy of the model.

6 Conclusions

Paraphrase identification is a very important task in natural language processing. In
addition to the need for paraphrase identification in the same language, the require-
ment for paraphrase identification betweendifferent languages is also essential tomany
other tasks such as automatic translation, bilingual information retrieval, cross-lingual
plagiarism detection, etc. However, from the personal understanding, the development
of paraphrase identification methods between Vietnamese and foreign languages, par-
ticularly between Vietnamese and English has not been studied yet. In this paper, we
propose a paraphrase identification method using hybrid feature classes. We use a
fuzzy-based method associated with the BabelNet semantic network, and a siamese
LSTM model to detect the similarity to calculate the value of each feature class. The
results show that the model with Linear Regression formula has achieved encouraging
results with F-measure 87.4%. In the future, we will continue to find the solutions to
improve the accuracy, minimize the False Positive and False Negative. We will also
learn additional methods to enrich the Vietnamese language resources in BabelNet to
improve the quality of cross-language paraphrase identification methods in English–
Vietnamese pairs with the support of the BabelNet semantic network.
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